**Second Iteration**

**Car Diagnostics Chatbot using BERT - Code Documentation**

|  |
| --- |
| **TensorFlow and Transformers Import:** |
| import tensorflow as tf import tensorflow\_hub as hub from transformers import BertTokenizer from transformers import TFBertForQuestionAnswering import numpy as np |
| This imports TensorFlow and TensorFlow Hub for deep learning functionalities, as well as necessary modules from the transformers library for using BERT models. |
|  |
| **Load Pre-trained BERT Model and Tokenizer:** |
| # Load pre-trained BERT model for question answering model = TFBertForQuestionAnswering.from\_pretrained('bert-large-uncased-whole-word-masking-finetuned-squad')  # Load tokenizer tokenizer = BertTokenizer.from\_pretrained('bert-large-uncased-whole-word-masking-finetuned-squad') |
| This loads a pre-trained BERT model fine-tuned for question answering and its corresponding tokenizer. |
|  |
| **Predefined Question-Answer Pairs:** |
| # Dictionary containing predefined questions and answers qa\_pairs = {  "What should I do if my check engine light is on?": "If your check engine light is on, it could indicate a variety of issues. It's best to have your vehicle diagnosed by a professional mechanic to determine the specific problem.",  "How often should I change my oil?": "The frequency of oil changes depends on your vehicle's make, model, and driving conditions. Typically, it's recommended to change your oil every 5,000 to 7,500 miles, but refer to your owner's manual for specific guidelines.",  "What does it mean if my car is making a strange noise?": "Strange noises could indicate various problems with your vehicle, such as worn-out brakes, a faulty belt, or a problem with the transmission. It's important to have these noises inspected by a mechanic as soon as possible.",  "How can I improve my car's fuel efficiency?": "To improve fuel efficiency, you can ensure proper tire inflation, regular maintenance, avoid aggressive driving, and reduce unnecessary weight in your vehicle.",  "What should I do if my car is overheating?": "If your car is overheating, pull over to a safe location immediately and turn off the engine. Allow the engine to cool down before attempting to open the hood. Check the coolant level and radiator hoses for any leaks or damage. If you're unable to resolve the issue, seek assistance from a professional mechanic." } |
| This dictionary contains predefined questions as keys and their corresponding answers as values. |
|  |
| **Function for Question Answering:** |
| # Function to perform question answering def answer\_question(question, context):  if question in qa\_pairs:  return qa\_pairs[question]  else:  # Tokenize inputs  input\_ids = tokenizer.encode(question, context)  token\_type\_ids = [0 if i <= input\_ids.index(102) else 1 for i in range(len(input\_ids))]  input\_ids = np.array([input\_ids])  token\_type\_ids = np.array([token\_type\_ids])   # Get model prediction  start\_scores, end\_scores = model.predict([input\_ids, token\_type\_ids])   # Find the tokens with the highest start and end scores  answer\_start = np.argmax(start\_scores)  answer\_end = np.argmax(end\_scores)   # Get the answer span  answer = tokenizer.convert\_tokens\_to\_string(tokenizer.convert\_ids\_to\_tokens(input\_ids[0][answer\_start:answer\_end+1]))   return answer |
| This function takes a question and context as input and returns an answer. If the question is predefined, it returns the answer from qa\_pairs, otherwise, it uses the BERT model to predict the answer. |
|  |
| **Conversation Loop:** |
| # Example conversation loop while True:  question = input("Customer: ")  if question.lower() in ['exit', 'quit', 'bye']:  print("Chatbot: Goodbye!")  break  context = "Car diagnostics context here..." # Provide relevant car diagnostics information here  answer = answer\_question(question, context) |
| This sets up a loop where the user can input questions. The loop continues until the user inputs 'exit', 'quit', or 'bye'. |
|  |
| **Handling User Input:**  If the user inputs 'exit', 'quit', or 'bye', the loop exits and the program ends.  Otherwise, it retrieves the context (which is assumed to be related to car diagnostics) and calls answer\_question() to get the response.  **Output the Answer:** |
| print("Chatbot:", answer) |

**Bug #1**

code currently only checks if the question is exactly the same as the predefined questions in the qa\_pairs dictionary. Since the question "My check engine light is on, what should I do?" is not exactly the same as any of the predefined questions, the code falls back to using BERT for question answering, which might not provide a satisfactory answer for this specific question.

**Fix #1**

dictionary, allowing for some flexibility in matching. One way to achieve this is by using a similarity measure

|  |
| --- |
| **Import SequenceMatcher from difflib module:** |
| from difflib import SequenceMatcher |
| This import statement brings in the SequenceMatcher class from the difflib module, which will be used to calculate the similarity between two strings. |
|  |
| **Add similarity function:** |
| def similarity(a, b):  return SequenceMatcher(None, a, b).ratio() |
| This function takes two strings a and b as input and calculates the similarity between them using SequenceMatcher. It returns a similarity score between 0 and 1, where 1 indicates exact similarity. |
|  |
| **Modify answer\_question function:** |
| def answer\_question(question, context):  # Preprocess input question  question = question.lower()   # Check if the question matches any predefined question with some level of similarity  max\_similarity = 0  best\_match = None  for q in qa\_pairs.keys():  sim = similarity(question, q.lower())  if sim > max\_similarity:  max\_similarity = sim  best\_match = q   # If a match with sufficient similarity is found, return the corresponding answer  if max\_similarity >= 0.7: # Adjust the threshold as needed  return qa\_pairs[best\_match]  else:  # Tokenize inputs  input\_ids = tokenizer.encode(question, context)  token\_type\_ids = [0 if i <= input\_ids.index(102) else 1 for i in range(len(input\_ids))]  input\_ids = np.array([input\_ids])  token\_type\_ids = np.array([token\_type\_ids])   # Get model prediction  start\_scores, end\_scores = model.predict([input\_ids, token\_type\_ids])   # Find the tokens with the highest start and end scores  answer\_start = np.argmax(start\_scores)  answer\_end = np.argmax(end\_scores)   # Get the answer span  answer = tokenizer.convert\_tokens\_to\_string(tokenizer.convert\_ids\_to\_tokens(input\_ids[0][answer\_start:answer\_end+1]))   return answer |
|  |
| The answer\_question function now preprocesses the input question to lowercase before calculating its similarity with predefined questions.  It iterates through the predefined questions, calculates the similarity between the input question and each predefined question, and selects the best match based on similarity.  If the best match has a similarity score above a threshold (0.7 in this case), it returns the corresponding answer from the qa\_pairs dictionary.  If no sufficiently similar match is found, the function falls back to using BERT for question answering as before. |

**Added some rudimentary questions and answers**

"What should I do if my check engine light is on?": "If your check engine light is on, it could indicate a variety of issues. It's best to have your vehicle diagnosed by a professional mechanic to determine the specific problem.",  
"How often should I change my oil?": "The frequency of oil changes depends on your vehicle's make, model, and driving conditions. Typically, it's recommended to change your oil every 5,000 to 7,500 miles, but refer to your owner's manual for specific guidelines.",  
"What does it mean if my car is making a strange noise?": "Strange noises could indicate various problems with your vehicle, such as worn-out brakes, a faulty belt, or a problem with the transmission. It's important to have these noises inspected by a mechanic as soon as possible.",  
"How can I improve my car's fuel efficiency?": "To improve fuel efficiency, you can ensure proper tire inflation, regular maintenance, avoid aggressive driving, and reduce unnecessary weight in your vehicle.",  
"What should I do if my car is overheating?": "If your car is overheating, pull over to a safe location immediately and turn off the engine. Allow the engine to cool down before attempting to open the hood. Check the coolant level and radiator hoses for any leaks or damage. If you're unable to resolve the issue, seek assistance from a professional mechanic.",  
"What could be the cause if my car won't start?": "If your car won't start, it could be due to a dead battery, faulty starter motor, or issues with the ignition system. Check the battery connections, try jump-starting the vehicle, and ensure the key is in the correct position before seeking further assistance.",  
"Why is my steering wheel vibrating?": "Vibrations in the steering wheel could be caused by unbalanced tires, worn-out suspension components, or problems with the wheel bearings. Have your tires balanced and rotated regularly, and inspect the suspension system for any signs of wear or damage.",  
"What should I do if my brakes feel spongy?": "Spongy brakes could indicate air in the brake lines, low brake fluid levels, or worn-out brake pads. Check the brake fluid reservoir for proper levels and inspect the brake lines for any signs of leaks. Bleeding the brake system may also help remove any air bubbles.",  
"What does it mean if my car is pulling to one side?": "Pulling to one side could be caused by misaligned wheels, uneven tire pressure, or worn-out suspension components. Have your wheel alignment checked and ensure that tires are inflated to the recommended pressure. Inspect the suspension system for any signs of damage or wear.",  
"Why is my engine misfiring?": "Engine misfires could be caused by faulty spark plugs, a clogged fuel injector, or issues with the ignition system. Check the spark plugs for signs of wear and replace them if necessary. Inspect the fuel injectors for any obstructions and consider cleaning or replacing them if needed.",  
"What should I do if my transmission is slipping?": "A slipping transmission could indicate low transmission fluid levels, worn-out clutch plates, or issues with the transmission solenoid. Check the transmission fluid level and condition, and top it up if necessary. If the problem persists, have the transmission inspected by a professional mechanic.",  
"How do I know if my alternator is failing?": "Signs of a failing alternator include dimming headlights, a dead battery, or warning lights on the dashboard. Use a multimeter to test the alternator output voltage, and have it inspected by a mechanic if you suspect it's failing.",  
"Why is my exhaust emitting smoke?": "Smoke from the exhaust could indicate various issues, such as burning oil, coolant leaks, or a rich fuel mixture. Check the oil and coolant levels for any signs of contamination or leaks. If the smoke persists, have the exhaust system inspected by a professional mechanic.",  
"What should I do if my air conditioning is blowing hot air?": "Hot air from the air conditioning system could be caused by low refrigerant levels, a faulty compressor, or issues with the cooling fans. Check the refrigerant levels and ensure that the compressor is engaging properly. If the problem persists, have the air conditioning system inspected by a professional.",  
"Why is my car's suspension squeaking?": "Squeaking noises from the suspension could indicate worn-out bushings, damaged shock absorbers, or issues with the suspension mounts. Inspect the suspension components for any signs of wear or damage, and lubricate the bushings if necessary. If the squeaking persists, have the suspension system inspected by a professional mechanic.",  
"What should I do if my windshield wipers are streaking?": "Streaking windshield wipers could be caused by worn-out wiper blades, a dirty windshield, or issues with the wiper arms. Replace the wiper blades if they're worn or damaged, and clean the windshield thoroughly. If the streaking persists, inspect the wiper arms for any signs of damage or misalignment.",  
"How do I know if my wheel bearings are failing?": "Signs of failing wheel bearings include grinding or humming noises coming from the wheels, uneven tire wear, or excessive play in the wheels. Jack up the vehicle and check for any excessive play or roughness in the wheel bearings. If you suspect they're failing, have them replaced by a professional mechanic.",  
"What should I do if my car is stalling?": "Stalling could be caused by various issues, such as a faulty fuel pump, clogged fuel filter, or problems with the ignition system. Check the fuel pump and filter for proper operation and replace them if necessary. Inspect the ignition system components for any signs of wear or damage.",  
"Why is my car's airbag light on?": "An illuminated airbag light could indicate a problem with the airbag system, such as a faulty sensor or wiring issue. Have the airbag system inspected by a professional mechanic to diagnose the specific problem and ensure that the airbags are functioning properly.",  
"What should I do if my car is vibrating at high speeds?": "Vibrations at high speeds could be caused by unbalanced tires, a bent wheel, or problems with the suspension system. Have your tires balanced and rotated regularly, and inspect the wheels for any signs of damage or deformation. If the vibrations persist, have the suspension system inspected by a professional mechanic.",  
"How do I know if my catalytic converter is failing?": "Signs of a failing catalytic converter include reduced engine performance, sulfuric odors from the exhaust, or illuminated warning lights on the dashboard. Have the exhaust system inspected for any signs of damage or clogging, and replace the catalytic converter if necessary.",  
"What should I do if my power steering is making noise?": "Noises from the power steering system could indicate low power steering fluid levels, a worn-out power steering pump, or issues with the steering rack. Check the power steering fluid reservoir for proper levels and inspect the system for any signs of leaks. If the noise persists, have the power steering system inspected by a professional mechanic.",  
"Why is my car's battery draining quickly?": "A quickly draining battery could be caused by a faulty altern"

**Output**

**Custome**r: my suspensions are squeaking ?

**Chatbot**: Squeaking noises from the suspension could indicate worn-out bushings, damaged shock absorbers, or issues with the suspension mounts. Inspect the suspension components for any signs of wear or damage, and lubricate the bushings if necessary. If the squeaking persists, have the suspension system inspected by a professional mechanic.

**Changed The Premade model**

**From**

# Load pre-trained BERT model for question answering  
model = TFBertForQuestionAnswering.from\_pretrained('bert-large-uncased-whole-word-masking-finetuned-squad')  
  
# Load tokenizer  
tokenizer = BertTokenizer.from\_pretrained('bert-large-uncased-whole-word-masking-finetuned-squad')

**To**

model = TFBertForQuestionAnswering.from\_pretrained('bert-large-uncased')  
  
# Load tokenizer  
tokenizer = BertTokenizer.from\_pretrained('bert-large-uncased')

**THIRD ITTERATIONS**

**CSV File Loading**

import pandas as pd  
  
qa\_pairs = pd.read\_csv('vehicle\_dataset.csv').set\_index('Vehicle').T.to\_dict()

**Explanation**: The new approach uses pandas to directly read the CSV file into a DataFrame, which is then converted to a dictionary. This simplifies the code and handles the CSV parsing more efficiently.

**Answer Question Function**

def answer\_question(question):  
 # Preprocess input question  
 question = question.lower()  
  
 # Check if the question matches any predefined question with some level of similarity  
 max\_similarity = 0  
 best\_match = None  
 for q in qa\_pairs.keys():  
 sim = similarity(question, q)  
 if sim > max\_similarity:  
 max\_similarity = sim  
 best\_match = q  
  
 # If a match with sufficient similarity is found, construct and return the response  
 if max\_similarity >= 0.4:  
 vehicle\_data = qa\_pairs[best\_match]  
 part\_match = re.search(r'\b(oil filter|air filter|spark plugs|windshield wipers|brake pads|battery)\b', question)  
 if part\_match:  
 part = part\_match.group(1)  
 return f"The replacement {part} for {best\_match.title()} is {vehicle\_data[part]}. Here are the steps for installation: {vehicle\_data[f'{part} instructions']}"  
 elif 'toyota corolla 2018' in question and 'spark plug' in question:  
 return f"The replacement spark plugs for Toyota Corolla 2018 are {vehicle\_data['spark plug']}. Here are the steps for installation: {vehicle\_data['spark plug instructions']}"  
 else:  
 return "I'm sorry, I couldn't find an answer to your question."  
 else:  
 return "I'm sorry, I couldn't find an answer to your question."

**Explanation**: The new answer question function includes preprocessing of the input question, matching with predefined questions, and constructing the response based on the matched question. It uses regular expressions for pattern matching and constructs responses for specific parts or vehicle models.

**Fourth Iteration**

**Importing Libraries**

import csv  
from transformers import BertTokenizer, TFBertForQuestionAnswering  
import numpy as np  
from difflib import SequenceMatcher

**Explanation:**

csv: Used for reading and writing CSV files.

transformers.BertTokenizer and transformers.TFBertForQuestionAnswering: Used for BERT model and tokenizer.

numpy: Used for numerical operations.

difflib.SequenceMatcher: Used for comparing similarity between strings.

**Loading Pre-trained BERT Model and Tokenizer**

# Load pre-trained BERT model for question answering  
model = TFBertForQuestionAnswering.from\_pretrained('bert-large-uncased-whole-word-masking-finetuned-squad')  
  
# Load tokenizer  
tokenizer = BertTokenizer.from\_pretrained('bert-large-uncased-whole-word-masking-finetuned-squad')

**Explanation:**

TFBertForQuestionAnswering.from\_pretrained(): Loads a pre-trained BERT model for question answering.

BertTokenizer.from\_pretrained(): Loads a pre-trained BERT tokenizer.

**Function to Calculate Similarity Between Strings**

def similarity(a, b):  
 return SequenceMatcher(None, a, b).ratio()

**Explanation:**

SequenceMatcher: Compares two strings and returns a similarity ratio.

def read\_qa\_pairs\_from\_csv(csv\_file):  
 qa\_pairs = {}  
 with open(csv\_file, mode='r') as file:  
 csv\_reader = csv.reader(file)  
 for row in csv\_reader:  
 qa\_pairs[row[0]] = row[1]  
 return qa\_pairs

**Explanation:**

open(csv\_file, mode='r'): Opens the CSV file in read mode.

csv.reader(file): Creates a CSV reader object to read the file.

qa\_pairs[row[0]] = row[1]: Adds each question-answer pair to a dictionary.

**Function to Perform Question Answering**

def answer\_question(question, context, qa\_csv\_file):  
 # Load QA pairs from the CSV file  
 qa\_pairs = read\_qa\_pairs\_from\_csv(qa\_csv\_file)  
  
 # Preprocess input question  
 question = question.lower()  
  
 # Check if the question matches any predefined question with some level of similarity  
 max\_similarity = 0  
 best\_match = None  
 for q in qa\_pairs.keys():  
 sim = similarity(question, q.lower())  
 if sim > max\_similarity:  
 max\_similarity = sim  
 best\_match = q  
  
 # If a match with sufficient similarity is found, return the corresponding answer  
 if max\_similarity >= 0.7: # Adjust the threshold as needed  
 return qa\_pairs[best\_match]  
 else:  
 # Tokenize inputs  
 input\_ids = tokenizer.encode(question, context)  
 token\_type\_ids = [0 if i <= input\_ids.index(102) else 1 for i in range(len(input\_ids))]  
 input\_ids = np.array([input\_ids])  
 token\_type\_ids = np.array([token\_type\_ids])  
  
 # Get model prediction  
 start\_scores, end\_scores = model.predict([input\_ids, token\_type\_ids])  
  
 # Find the tokens with the highest start and end scores  
 answer\_start = np.argmax(start\_scores)  
 answer\_end = np.argmax(end\_scores)  
  
 # Get the answer span without the [CLS] token  
 answer = tokenizer.convert\_tokens\_to\_string(tokenizer.convert\_ids\_to\_tokens(input\_ids[0][answer\_start+1:answer\_end+1]))  
  
 return answer

**Explanation:**

read\_qa\_pairs\_from\_csv(qa\_csv\_file): Reads the question-answer pairs from the CSV file.

question.lower(): Converts the input question to lowercase for case-insensitive matching.

tokenizer.encode(question, context): Tokenizes the question and context using the BERT tokenizer.

model.predict([input\_ids, token\_type\_ids]): Makes a prediction using the BERT model.

tokenizer.convert\_ids\_to\_tokens(): Converts token IDs back to tokens.

The function returns the answer to the question.